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ABSTRACT: Despite a relatively low climate sensitivity indicated by atmospheric-only simulations with uniform sea sur-
face temperature (SST) warming, GFDL’s new climate model CM4.0 participating in CMIP6 and the seasonal-to-decadal
prediction system SPEAR, both of which use an identical atmospheric model AM4.0, produce relatively high effective cli-
mate sensitivity (EffCS). The substantial increase in CM4.0’s EffCS is found to be caused by additional positive forcing as-
sociated with the CO2 fertilization effect on vegetation, enhanced positive feedback due to stronger reduction in Southern
Hemisphere (SH) sea ice concentration (SIC), and clouds whose feedback depends on SST warming patterns. Compared
to a SPEAR run using a static vegetation model (SPEAR-SV), CM4.0 produces roughly 30% larger EffCS, among which
roughly 1/3 of the increase is due to dynamical vegetation with the rest due primarily to changes in SIC. Although cloud
feedback does not explain the key feedback differences among CM4.0, SPEAR, and SPEAR-SV, it is the primary cause of
the models’ increase (less negative) in TOA net feedback during the later period of their quadrupling CO2 simulations due
to changes in their SST warming patterns. Moreover, CM4.0’s SST warming pattern and its effects on cloud feedback ap-
pear to be the leading cause of CM4.0’s EffCS increase compared to the earlier generation GFDL model ESM2M, which
produces one of the lowest EffCS values among CMIP5 models. In comparison, CM4.0’s enhanced reduction in SH SICs
plays a slightly less important role in its increase in EffCS compared to ESM2M.

KEYWORDS: Atmosphere-ocean interaction; Vegetation-atmosphere interactions; Climate change; Climate sensitivity;
Cloud radiative effects; Feedback; Climate models; Clouds; Coupled models; Ecosystem effects

1. Introduction

Equilibrium climate sensitivity (ECS) of the Earth system
is an idealized metric defined as the global mean surface air
temperature (SAT) change that results from a doubling
of atmospheric CO2 concentration over the preindustrial
level after the climate system reaches equilibrium. Model
estimates of ECS, which is often characterized as effective
climate sensitivity (EffCS), have varied substantially since
the first IPCC assessment report (e.g., 1.5–4.5 K) and their
uncertainty range has proven difficult to reduce (e.g., Meehl
et al. 2020). A recent assessment has reduced the EffCS un-
certainty range using multiple lines of evidence including
process understanding, the historical climate record, and the
paleoclimate record with a Bayesian approach (Sherwood
et al. 2020). By bringing in some observational constraints,
Myers et al. (2021) also showed an ability to reduce the EffCS
uncertainty range. Despite these recent efforts, it remains im-
perative to understand and narrow down modeled EffCS un-
certainty since a model’s EffCS is highly correlated with its
transient climate response (TCR) (e.g., Meehl et al. 2020)
and future climate projections depend crucially on TCR and
EffCS as essential model characteristic (e.g., Grose et al.
2018).

The large range of modeled EffCS has long been attributed
to intermodel differences in cloud feedbacks (e.g., Cess et al.
1996; Bony et al. 2004; Bony and Dufresne 2005; Webb et al.
2006, 2013; Zhao 2014; Zhao et al. 2016; Satoh et al. 2018).
During the past decade, there have been numerous proposed
emergent constraints on EffCS using Coupled Model Inter-
comparison Project (CMIP) phase 3 and 5 (CMIP3/CMIP5)
model outputs in conjunction with observations (e.g., Brient
and Schneider 2016; Cox et al. 2018; Sherwood et al. 2014;
Klein and Hall 2015). However, a recent study by Schlund
et al. (2020) evaluated 11 published emergent constraints on
EffCS and found that nearly all of them failed when used with
CMIP6 (Eyring et al. 2016) models with a large decrease in
correlation coefficients between the models’ EffCS and pro-
posed parameters/indices. It is worth noting that, except for
Cox et al. (2018), which is based on temperature variability,
all of the emergent constraints analyzed in Schlund et al.
(2020) are directly or indirectly based on cloud processes.
While the causes of this failure are still unclear, this seems to
indicate that cloud processes alone might not be sufficient in
constraining modeled EffCS values, and processes other than
clouds might also contribute substantially to CMIP6 models’
uncertainties in EffCS.

The development of GFDL’s new atmospheric model
AM4.0 (Zhao et al. 2018a,b) paid special attention to the
model’s cloud feedbacks and climate sensitivity by frequently
conducting a Cess-style experiment and assessing the cloud
feedback and Cess climate sensitivity (e.g., Cess et al. 1990).
The Cess experiment is an idealized global warming simula-
tion with a uniform 2-K increase in sea surface temperatures
(SST) while keeping everything else identical to the control
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simulation. The Cess feedback can be computed as the global
top-of-atmosphere (TOA) radiation anomaly divided by the
global mean SAT anomaly. The Cess EffCS can then be esti-
mated as the effective radiative forcing (ERF) of a doubling
of atmospheric CO2 concentration divided by this Cess feed-
back value. Cess experiments have been widely used among
the climate modeling and analysis communities especially for
model intercomparison projects (e.g., Cess et al. 1996; Wyant
et al. 2006; Medeiros et al. 2008; Zhao 2014; Ringer et al.
2014; Webb et al. 2015; Zhao et al. 2016).

While we do not expect the Cess EffCS to be equivalent to
a coupled model’s EffCS, we do anticipate it to be a good pre-
dictor of the coupled EffCS in the sense that it should be rea-
sonably well correlated with the EffCS in its coupled model.
However, to our surprise, we found that while AM4.0 produces
a Cess EffCS (2.56 K 5 4 W m22/1.56 W m22 K21, assuming
ERF2xCO2 5 4W m22) very similar to the earlier GFDL model
AM2 (Anderson et al. 2004) (2.48 K5 4Wm22/1.61Wm22 K21,
assuming ERF2xCO2 5 4W m22), CM4.0, the GFDL’s new
climate model that uses AM4.0 and has participated in
CMIP6 (Held et al. 2019), produces an EffCS of ∼5 K (Winton
et al. 2019), which is much higher than that (∼2.9 K; see Table 3
and Fig. 1) of GFDL’s ESM2M (Dunne et al. 2012), which used
AM2 and participated in CMIP5. These EffCS values of CM4.0
and ESM2M (see Table 3) were estimated using the same Greg-
ory method (Gregory et al. 2004; Andrews et al. 2015) with two
separate linear regressions for the earlier (first 50 years) and later
period (last 100 years) of an abrupt 4xCO2 simulation (total
150 years) to account for the effect of time-varying feedback
(e.g., Winton et al. 2019). Note that the exact EffCS numbers
may differ among different studies due to differences in method
of estimation. For example, the EffCS of CM4.0 and ESM2M
are documented as 3.9 and 2.4 K, respectively, in Meehl et al.
(2020) when compared with other models using a single linear re-
gression of the entire 150-yr abrupt 4xCO2 simulation (Gregory
et al. 2004).

In this study, we attempt to investigate the causes of EffCS
increase in CM4.0 in comparison to GFDL’s Seamless System
for Prediction and Earth System Research [SPEAR; Delworth
et al. (2020)], a SPEAR run using a static vegetation model, as
well as the earlier generation GFDL ESM2M, which uses
AM2 and produces one of the lowest EffCS values among
CMIP5 models (Meehl et al. 2020). During this process, we
quantify how the relatively strong negative feedback seen in
AM4.0’s Cess simulation (similar to AM2) is weakened as
AM4.0 is coupled to the ocean and sea ice model OM4
(Adcroft et al. 2019) and the dynamical vegetation model
(Shevliakova et al. 2009) used in CM4.0. CM4.0 and SPEAR
use an identical atmospheric model (AM4.0), which is coupled
to the same ocean and sea ice model OM4 (Adcroft et al.
2019) with different horizontal resolutions (CM4.0 uses
0.258 OM4 while SPEAR uses 18 OM4). Because of their dif-
ference in ocean model resolution, they also differ in the oce-
anic physics parameterizations, which have been documented
in Delworth et al. (2020). The similarity between CM4.0 and
SPEAR would make it straightforward to attribute some of
the CM4.0’s increase in EffCS (i.e., from 4.2 K in SPEAR to
5 K in CM4.0) to their differences in the ocean and sea ice

model. An additional experiment running SPEAR with a static
vegetation model would help to quantify the effect of dynami-
cal vegetation in CM4.0 and SPEAR. Moreover, running
AM4.0 with prescribed SST, sea ice concentration (SIC), and
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FIG. 1. (a) Left ordinate/legend: Time evolution of the change in
global mean surface air temperature (dTg) in response to an abrupt
4 times increase of atmospheric CO2 concentration from CM4.0,
SPEAR, SPEAR-SV, and ESM2M. Each point represents a 5-yr
average. Right ordinate/legend: As in the left ordinate/legend, but
for global mean TOA net radiative flux (dNg, downward positive).
The horizontal lines denote dTg and dNg from two uncoupled
AM4.0 simulations with prescribed SSTs, SICs, static vegetation,
and CO2 concentration derived from two periods [centered at year
50 (Y50) and year 125 (Y125)] of CM4.0’s 4xCO2 simulation (see
Table 1 for a description of the simulations). (b) As in (a), but for
scatterplots of dNg vs dTg. The dashed and solid lines are respec-
tively a linear regression based on the first 50-yr and the last 100-yr
simulation of each model. The intercepts of the solid lines with the
x axis divided by 2 provide an estimate of the effective climate sen-
sitivity for each model. The two cross symbols indicate dNg vs dTg

from the two uncoupled AM4.0 simulations shown in (a).
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vegetation anomalies derived from coupled simulations would
help to study their effects in isolation. Recent studies suggest
that differences in SST warming patterns can also substantially
modify modeled climate feedback strength and therefore may
be a significant source of uncertainty in modeled EffCS (e.g.,
Andrews et al. 2015; Gregory and Andrews 2016; Zhou et al.
2017; Andrews and Webb 2018; Andrews et al. 2018; Silvers
et al. 2018; Paynter and Frölicher 2015; Winton et al. 2010;
Dong et al. 2019; Gregory et al. 2020). Thus, running AM4.0
forced by SST warming patterns derived from CM4.0 and
ESM2M would help quantify the SST pattern effect on their
EffCS difference. Below section 2 describes the models and
simulations, section 3 presents the results, and section 4 pro-
vides a summary.

2. The models and simulations

Here we focus on an investigation of GFDL new climate
models CM4.0 (Held et al. 2019) and SPEAR (Delworth et al.
2020). Both models use an identical atmosphere and land
model (i.e., AM4.0/LM4.0) described in Zhao et al. (2018a,b)
and a dynamical vegetation model that was not used in Zhao
et al. (2018a,b). However, CM4.0 and SPEAR differ in their
configuration of the Modular Ocean Model version 6 (MOM6)
ocean model (Adcroft et al. 2019). In particular, CM4.0 uses
a 0.258 horizontal resolution MOM6 while SPEAR uses a
18 MOM6. As a result, they also differ in oceanic physics
parameterizations. For example, SPEAR uses a mesoscale eddy
parameterization while CM4.0 does not. While both SPEAR
and CM4.0 use the same submesoscale eddy parameterization,
they choose different parameter coefficients. Moreover, an ex-
tra horizontal viscosity poleward of 508 in each hemisphere is
applied in SPEAR to empirically improve some aspects of the
ocean simulation for a coarser-resolution ocean model. But
this is not applied in CM4.0. We refer to Held et al. (2019) and
Delworth et al. (2020) for the details of CM4.0 and SPEAR. Fi-
nally, it is worth noting that compared to CM4.0, SPEAR is a
much faster model due to its fourfold reduction in the ocean
model’s resolution and that most (∼80%) of the CM4.0 compu-
tational cost is used for the ocean model. Thus, SPEAR is a
much cheaper model for exploring the EffCS of a coupled
AM4.0 and its potential variant.

For both CM4.0 and SPEAR, the simulations we explore
here include a control simulation with the models forced by
preindustrial concentrations of radiative gases, aerosol emis-
sions, solar irradiance, and background volcanic forcing fol-
lowing CMIP6 specifications (referred to as pi-Control below)
and an idealized warming simulation which is identical to pi-
Control except with an abrupt quadrupling of the atmospheric
CO2 concentration from its pi-Control value (referred to as
4xCO2 below). As noted before, CM4.0 and SPEAR use the
same dynamical vegetation model, which allows vegetation to
evolve with environment conditions. To quantify the role of
dynamical vegetation in the models’ EffCS, we have con-
ducted a pair of SPEAR simulations in which the vegetation
is kept fixed at the present-day condition (i.e., we use a static
instead of a dynamic vegetation model, referred to as
SPEAR-SV below). While this study focuses on the latest

GFDL climate models, we also include some results from the
4xCO2 and pi-Control of the earlier coupled model ESM2M
when it is appropriate and the output are available.

To separate the effects of SST warming and changes in
SICs and vegetation on CM4.0’s feedback and EffCS, we
have conducted a series of uncoupled AM4.0 simulations
(each simulation is integrated for 21 years with the last 20-yr
output used for analysis) with the model forced by climato-
logical SSTs, SICs, and vegetation derived from CM4.0’s
pi-Control and two periods of its corresponding 4xCO2 simu-
lation. Note that we did not take into account any changes
in sea ice thickness. All uncoupled AM4.0 simulations used
prescribed 2-m sea ice thickness. The prescribed vegetation
data include variables such as vegetation type, the biomass of
leaves, fine roots, sapwood, heartwood, and leaf status. These
static characteristics capture the seasonal cycle of vegetation,
which can, in turn, affect land characteristics such as rough-
ness and albedo.

The preindustrial climatology of CM4.0 is computed from a
100-yr average of CM4.0’s pi-Control and used for AM4-
CM4-C (C denotes pi-Control). The first period of the 4xCO2

warmed climatology is obtained by taking the average of
SSTs and SICs from years 26–75 (Y50) of CM4.0’s 4xCO2

simulation. This is referred to as AM4-CM4-4xCO2-50. The
vegetation data use the output from year 50 of CM4.0’s
4xCO2 simulation. The second period is obtained by taking
the average of SSTs and SICs from years 101–150 (Y125) of
CM4.0’s 4xCO2 simulation and it is denoted as AM4-CM4-
4xCO2-125. Note the total length of the coupled 4xCO2

simulation spans 150 years. Compared to AM4-CM4-C, AM4-
CM4-4xCO2-50 (or AM4-CM4-4xCO2-125) contains anomalous
perturbations of four fields (SSTs, SICs, vegetation, and CO2

concentration). Thus, AM4-CM4-C and AM4-CM4-4xCO2-50
(or AM4-CM4-4xCO2-125) can be used to verify the extent to
which the uncoupled AM4.0 is able to reproduce CM4.0 simu-
lated response to a quadrupling of CO2 concentration.

To assess the modeled climate feedback, we have also con-
ducted a simulation identical to AM4-CM4-4xCO2-50 (AM4-
CM4-4xCO2-125) except using the CO2 concentration from
pi-Control; this run is referred to as AM4-CM4-50 (AM4-
CM4-125). The difference between AM4-CM4-C and AM4-
CM4-50 (AM4-CM4-125) can be used to assess the total cli-
mate feedback due to SST, SIC, and vegetation anomalies
in CM4.0’s 4xCO2 simulation. In addition, we have carried
out three AM4.0 simulations (i.e., AM4-CM4-SST-50, AM4-
CM4-SIC-50, AM4-CM4-VEG-50) similar to AM4-CM4-50
except with the SST, SIC, and vegetation anomalies, respec-
tively, added to AM4-CM4-C one at a time to obtain the con-
tribution to total feedback from each individual component.
Similarly, we also conducted three AM4.0 simulations (i.e.,
AM4-CM4-SST-125, AM4-CM4-SIC-125, AM4-CM4-VEG-125)
similar to AM4-CM4-125 except with the SST, SIC, and vegeta-
tion anomalies, respectively, added to AM4-CM4-C.

In coupled simulations with dynamical vegetation, the vege-
tation response to CO2 increase may result from two different
sources. The first is a direct response due to CO2 fertilization
and/or CO2-induced changes in evapotranspiration (stomatal
contractions) which are independent of a change in temperature.
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The second is a temperature-mediated change, which may involve
changes in a large-scale meteorology environment. To quantify
the direct response of vegetation and its impact on TOA radiative
forcing, we have conducted a pair of uncoupled AM4.0 simula-
tions identical to AM4-CM4-C except with the dynamic vegeta-
tion model turned on and fed with two different values of CO2

concentration (i.e., pi-Control value for AM4-CM4-C-DVEG and
4 times the pi-Control value for AM4-CM4-C-DVEG-4xCO2).
Note that the atmospheric radiative transfer code in both simula-
tions sees only the pi-Control value of the atmospheric CO2 con-
centration. Because it takes about 20 years for vegetation to
equilibrate with the abrupt increase in CO2 in AM4.0, we inte-
grated both simulations for 51 years with the last 50 years used for
analysis. Table 1 provides a list of the simulations described above
including their short descriptions.

Finally, to explore the effects of SST warming patterns on
climate feedbacks in AM4.0/CM4.0, we have conducted eight
AM4.0 simulations that are identical to AM4-CM4-C except
with prescribed SST warming patterns. The global area-
weighted mean SST warming anomaly is 2 K for all cases. The
warming patterns include a uniform 2-K SST increase (AM4-
uniform2K) and the SST warming patterns derived from

years 26–75 (AM4-CM4pattern2K-50) and years 101–150
(AM4-CM4pattern2K-125) of CM4.0’s 4xCO2 as compared to
its pi-Control. Because the AM4-CM4pattern2K-125 SST
warming pattern is dominated by the earlier period when
compared to its pi-Control, we have also included a simu-
lation (AM4-CM4pattern2K-125minus50) with the warming
pattern derived from the two periods (i.e., years 26–75 vs
years 101–150). In each case, SST warming anomalies are
computed by taking the corresponding difference, dividing by
their global ocean area-weighted mean difference, and then
multiplying by 2 K. To compare the effects of CM4.0’s warm-
ing patterns with those from GFDL’s earlier generation
ESM2Mmodel, we have conducted three additional simulations
(AM4-ESM2Mpattern2K-50, AM4-ESM2Mpattern2K-125, and
AM4-ESM2Mpattern2K-125minus50) using SST warming pat-
terns similarly derived as CM4.0 except from ESM2M’s 4xCO2

and pi-Control simulations. Furthermore, to identify key features
of SST warming patterns that are important to the feedback
differences between CM4.0 and ESM2M, we have carried
out a simulation (AM4-CM4pattern2K-125-modified) that
is identical to AM4-CM4pattern2K-125 except with its
zonal-mean SST warming anomalies replaced by those from

TABLE 1. A list of the coupled model simulations and the uncoupled AM4.0 experiments forced by CM4.0’s SSTs, sea ice
concentrations, and vegetation including a short description of each simulation.

Model Simulation Description

CM4.0 pi-Control CM4.0 forced by preindustrial radiative gases and aerosol emissions
4xCO2 As in pi-Control, except with 4 times increase of CO2 concentration

SPEAR pi-Control SPEAR forced by preindustrial radiative gases and aerosol emissions
4xCO2 As in pi-Control, except with 4 times increase of CO2 concentration

SPEAR-SV pi-Control SPEAR-SV forced by preindustrial radiative gases and aerosol emissions
4xCO2 As in pi-Control, except with 4 times increase of CO2 concentration

ESM2M pi-Control ESM2M forced by preindustrial radiative gases and aerosol emissions
4xCO2 As in pi-Control, except with 4 times increase of CO2 concentration

AM4.0 AM4-CM4-C AM4.0 forced by the climatological SSTs, SICs, static vegetation, CO2, and other
radiative gases and aerosol emissions derived from CM4.0’s pi-Control

AM4.0 AM4-CM4-4xCO2-50 As in AM4-CM4-C, except adding CO2, SST, SIC, and vegetation differences
averaged from years 26–75 of the 4xCO2 and pi-Control of CM4.0

AM4.0 AM4-CM4-50 As in AM4-CM4-C, except adding SST, SIC, and vegetation differences/anomalies
averaged from years 26–75 of the 4xCO2 and pi-Control of CM4.0

AM4.0 AM4-CM4-SST-50 As in AM4-CM4-C, except only adding SST anomalies averaged from years 26–75
of the 4xCO2 and pi-Control of CM4.0

AM4.0 AM4-CM4-SIC-50 As in AM4-CM4-C, except only adding SIC anomalies averaged from years 26–75
of the 4xCO2 and pi-Control of CM4.0

AM4.0 AM4-CM4-VEG-50 As in AM4-CM4-C, except only adding vegetation anomalies from year 50 of the
4xCO2 and pi-Control of CM4.0

AM4.0 AM4-CM4-4xCO2-125 As in AM4-CM4-C, except adding CO2, SST, SIC, and vegetation differences
averaged from years 101–150 of the 4xCO2 and pi-Control of CM4.0

AM4.0 AM4-CM4-125 As in AM4-CM4-C, except adding SST, SIC, and vegetation difference/anomalies
averaged from years 101–150 of the 4xCO2 and pi-Control of CM4.0

AM4.0 AM4-CM4-SST-125 As in AM4-CM4-C, except only adding SST anomalies averaged from years 101–150
of the 4xCO2 and pi-Control of CM4.0

AM4.0 AM4-CM4-SIC-125 As in AM4-CM4-C, except only adding SIC anomalies averaged from years 101–150
of the 4xCO2 and pi-Control of CM4.0

AM4.0 AM4-CM4-VEG-125 As in AM4-CM4-C, except only adding vegetation anomalies from year 125 of the
4xCO2 and pi-Control of CM4.0

AM4.0 AM4-CM4-C-DVEG As in AM4-CM4-C, except with dynamic vegetation model turned on
AM4.0 AM4-CM4-C-DVEG-4xCO2 As in AM4-CM4-C-DVEG, except with the dynamic vegetation model fed with

4 times the value of CO2 concentration from its pi-Control

J OURNAL OF CL IMATE VOLUME 355640

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 09/29/22 06:57 PM UTC



AM4-ESM2Mpattern2K-125 (i.e., subtracting its own zonal-
mean SST anomalies and adding the zonal-mean SST anoma-
lies from AM4-ESM2Mpattern2K-125). Table 2 provides a
description of the eight simulations for exploring the effects
of SST warming patterns. Below we present the results and
explain the causes of CM4.0’s increase in EffCS using the
various coupled model simulations and the uncoupled AM4.0
simulations with prescribed SSTs, SICs, vegetation, and SST
warming patterns.

3. Results

a. Coupled model simulations

We first show in Fig. 1a the time evolution of the change
in global mean SAT (dTg) and TOA net radiative flux
(dNg, downward positive) in response to an abrupt 4 times
increase in atmospheric CO2 concentration from CM4.0, SPEAR,
SPEAR-SV, and ESM2M simulations. As dTg increases, dNg de-
creases, indicating a negative feedback from warming, which
dampens the original perturbation of dNg due to the abrupt
increase in CO2. While SPEAR exhibits a similar increase in
dTg as CM4.0, its reduction in dNg is larger after the first 50 years,
indicating a stronger negative feedback and faster approach
toward the equilibrium state. By contrast, SPEAR-SV shows
a smaller increase in dTg than SPEAR and CM4.0, with a rel-
atively similar drop in TOA flux as SPEAR, indicating that
the dynamical vegetation in CM4.0 and SPEAR may give
rise to additional positive effective radiative forcing or feed-
back, and thus more warming. Compared to the new genera-
tion GFDL models, ESM2M produces much less warming
despite a similar reduction in dNg over time, indicating much
stronger negative feedback in ESM2M.

Figure 1b shows a scatterplot of dNg versus dTg from each
model. The dashed and solid lines are respectively a linear re-
gression based on the first 50 years and the last 100 years of
the simulations. All models show a significant reduction in

the slope, indicating an increase (less negative) in TOA net
radiative feedback with time. The intercepts of the solid lines
with the x axis divided by 2 (because 4xCO2 is typically used
instead of 2xCO2 in this kind of simulations in CMIP6) pro-
vide an estimate of the EffCS for each model (e.g., Gregory
et al. 2004; Winton et al. 2019). Based on these estimates, the
EffCS of CM4.0, SPEAR, SPEAR-SV, and ESM2M are re-
spectively 5, 4.2, 3.8, and 2.9 K. Compared to SPEAR-SV,
CM4.0 produces ∼32% [(5 2 3.8)/3.8] higher EffCS, among
which roughly 1/3 of the increase is due to dynamical vegeta-
tion with rest of the increase (2/3) resulting from their differ-
ence in ocean and sea ice models. Compared to ESM2M,
CM4.0 produces ∼72% [(5 2 2.9)/2.9] higher EffCS, which
may be surprising considering that the two models exhibit
similar Cess sensitivity in their uncoupled atmospheric simu-
lations with uniform SST warming. Table 3 provides a list
of the models, including their components and the estimates
of climate sensitivity using Cess and the abrupt 4xCO2

simulations.
In Fig. 1, we have also plotted dTg and dNg from two un-

coupled AM4.0 simulations (AM4-CM4-4xCO2-50 and AM4-
CM4-4xCO2-125) using AM4-CM4-C as control with pre-
scribed SST, SIC, vegetation, and CO2 concentration derived
from two periods [centered at year 50 (Y50) and year 125
(Y125)] of CM4.0’s 4xCO2 simulation and its pi-Control (see
Table 1 for a description of the simulations). They reproduce
well CM4.0’s global SAT and TOA flux response to 4xCO2 in-
crease, indicating that the uncoupled AM4.0 simulations cap-
ture essential aspects of the climate changes and feedbacks in
CM4.0 and may be used to understand CM4.0’s forcing and
feedback mechanisms and therefore EffCS.

Figures 2a and 2b show respectively the spatial distribution
of SAT anomalies (dT) averaged from years 26–75 (Y50) and
years 101–150 (Y125) of CM4.0’s 4xCO2 simulation compared
to its pi-Control. Figure 2c shows the difference in dT be-
tween the two periods (Y125 minus Y50). There is generally

TABLE 2. A list of uncoupled AM4.0 simulations identical to AM4-CM4-C (in Table 1) except with prescribed SST warming
patterns/anomalies. The SST warming anomalies are computed by taking the difference between CM4.0’s or ESM2M’s coupled
4xCO2 and its corresponding pi-Control simulation, dividing by their global ocean area-weighted mean difference, and then
multiplying by two so that the global mean SST warming is 2 K for each simulation.

Model Simulation Description of SST anomalies

AM4.0 AM4-uniform2K 2 K uniformly (Cess simulation)
AM4.0 AM4-CM4pattern2K-50 SST anomalies averaged from years 26–75 of CM4.0’s 4xCO2 (cf. to its

pi-Control)
AM4.0 AM4-CM4pattern2K-125 SST anomalies averaged from years 101–150 of CM4.0’s 4xCO2 (cf. to its

pi-Control)
AM4.0 AM4-CM4pattern2K-125minus50 Difference in SST anomalies between years 101–150 and years 26–75 of CM4.0’s

4xCO2

AM4.0 AM4-ESM2Mpattern2K-50 SST anomalies averaged from years 26–75 of ESM2M’s 4xCO2 (cf. to its
pi-Control)

AM4.0 AM4-ESM2Mpattern2K-125 SST anomalies averaged from years 101–150 of ESM2M’s 4xCO2 (cf. to its
pi-Control)

AM4.0 AM4-ESM2Mpattern2K-125minus50 Difference in SST anomalies between years 101–150 and years 26–75 of ESM2M’s
4xCO2

AM4.0 AM4-CM4pattern2K-125-modified As in AM4-CM4pattern2K-125, except with its zonal mean SST anomalies
replaced by those from AM4-ESM2Mpattern2K-125
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enhanced warming over land and the Northern Hemisphere
(NH) high latitudes, including the Arctic region. The Southern
Hemisphere (SH) sea ice region, the Antarctic continent, the
Southern Ocean, and the eastern Pacific tend to experience
delayed warming. While the warming pattern is broadly simi-
lar among the models, there are substantial differences in the
magnitude of warming over the NH and SH high latitudes. To
elucidate this, Figs. 2d–l show various intermodel differences
in dT for each period and their corresponding differences in
dT between the two periods. Compared to SPEAR, CM4.0
produces more (less) warming over the SH (NH) sea ice re-
gions, especially during the late period indicating significant
differences in sea ice change between the two models (Figs. 2d,e).
Compared to SPEAR-SV, SPEAR produces more warming
over the NH high-latitude land and the surrounding Arctic
Ocean (Figs. 2g,h). It indicates that the incorporation of
dynamical vegetation model into SPEAR (and CM4.0) can
lead to a 2–4-K increase in SAT over a broad region of the
NH high latitudes with the global mean SAT increased by
0.63 K (0.37 K) for the later (earlier) period. Despite the
large differences over the NH and SH high latitudes, the dif-
ferences in dT (and dSST; see supplementary Fig. 1 in the
online supplemental material) over the broad open ocean
are modest among CM4.0, SPEAR, and SPEAR-SV. This is
however not true if we compare dT (or dSST) between
CM4.0 and ESM2M. Compared to ESM2M, CM4.0 produ-
ces not only much larger global mean warming but also a
substantial change in warming patterns (Figs. 2j,k and supple-
mentary Figs. 1j,k). In particular, CM4.0 produces more
warming over the eastern Pacific and the broader Southern
Ocean. Figures 2f and 2i further show that the model differ-
ences in warming trends (i.e., the difference in dT between
Y125 and Y50) over the broad open ocean remain rela-
tively similar among CM4.0, SPEAR, and SPEAR-SV.
However, ESM2M exhibits a much larger difference in its
warming pattern trend. Specifically, Fig. 2l displays a broad
hemispheric difference in the trends of warming pattern
between CM4.0 and ESM2M, with CM4.0 generating more
SH (less NH) warming trends than ESM2M. The large dif-
ferences in dT, as well as its time evolution from Y50 to
Y125 between CM4.0 and ESM2M, are due primarily to
their differences in SST warming patterns (see supplemen-
tary Figs. 1j–l). We will come back to this in section 3c.

To explore climate feedbacks, we first decompose the total
change in TOA net radiative flux N at any time and location
(t, y, x) as

dN 5
N

CO2

( )
Tg

dCO2 1
N
Tg

( )
CO2

dTg 5 F4xCO2
1 adTg, (1)

where d denotes the change from pi-Control to 4xCO2

(i.e., 4xCO2 minus pi-Control) and Tg represents the global
mean SAT and is a function of time only (subscript g
indicates global mean value); F4xCO2 denotes the effective
radiative forcing (ERF) at the TOA after atmospheric tem-
peratures, water vapor, and clouds are adjusted to the CO2

increase while keeping SSTs and sea ice conditions un-
changed. a represents the feedback parameter. Both F4xCO2

and a can be computed for each grid cell as well as the
global mean.

In climate models with dynamical vegetation, F4xCO2 may
be further decomposed into two components:

F4xCO2
5 F4xCO2,noveg

1 F4xCO2 ;veg
, (2)

where F4xCO2,noveg denotes the component of ERF indepen-
dent from vegetation change while F4xCO2 ;veg denotes the
component of ERF due only to the vegetation change that
results from CO2 fertilization and CO2-induced changes in
evapotranspiration (stomatal contraction) instead of tem-
perature. The term F4xCO2,noveg may be assessed using an
uncoupled atmospheric simulation with a quadrupling of
atmospheric CO2 concentration (AM4-CM4-4xCO2-50 or
AM4-CM4-4xCO2-125) while keeping everything else (i.e.,
SSTs, SICs, vegetation, and others) unchanged from its con-
trol simulation (AM4-CM4-50 or AM4-CM4-125). The term
F4xCO2 ;veg can be assessed using a pair of uncoupled AM4.0
simulations with the dynamical vegetation model turned on
and fed with two different values of CO2 concentrations
(AM4-CM4-C-DVEG vs AM4-CM4-C-DVEG-4xCO2) while
keeping everything else identical to AM4-CM4-C. Because
the global mean SAT (Tg) can still change in the pairs of un-
coupled AM4.0 simulations with fixed SSTs and SICs due to
land temperature response to changes in CO2 or vegetation,
we follow Hansen et al. (2005) to write the change of TOA
flux in response to 4xCO2 in the uncoupled AM4.0 as

TABLE 3. A list of the coupled models, their components, and estimates of climate sensitivities using Cess (uniform 2-K SST
warming) and abrupt 4xCO2 simulations. The numbers in parentheses indicate the models’ horizontal resolutions. A constant
4 W m22 effective radiative forcing (ERF) for 2xCO2 is used to estimate the Cess sensitivity for all models. The effective climate
sensitivity (EffCS) is derived from a coupled model’s abrupt 4xCO2 and its corresponding pi-Control simulations using the Gregory
method with two separate linear regressions (i.e., the first 50 years and the last 100 years).

Model CM4.0 SPEAR SPEAR-SV ESM2M

Atmosphere AM4.0 (100 km) AM4.0 (100 km) AM4.0 (100 km) AM2 (200 km)
Land 1 vegetation LM4.0 1 DynVeg LM4.0 1 DynVeg LM4.0 1 StaticVeg LM3.0 1 DynVeg
Ocean MOM6 (1/48) MOM6 (18) MOM6 (18) MOM4.1 (18)
Sea ice SIS2 (1/48) SIS2 (18) SIS2 (18) SIS1 (18)
Cess sensitivity 2.56 K 2.56 K 2.56 K 2.48 K
EffCS 5 K 4.2 K 3.8 K 2.9 K
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DN4xCO2,noveg
5 F4xCO2,noveg

1 aDTg,noveg, (3)

DN4xCO2 ;veg
5 F4xCO2 ;veg

1 aDTg,veg, (4)

where DN4xCO2,noveg and DTg,noveg denote respectively the
change in TOA net flux at any location (y, x) and global
mean SAT change between AM4-CM4-50 (AM4-CM4-125)
and AM4-CM4-4xCO2-50 (AM4-CM4-4xCO2-125). Similarly,
DN4xCO2,veg and DTg,veg denote respectively the change in
TOA net flux and global mean SAT change between AM4-
CM4-C-DVEG and AM4-CM4-C-DVEG-4xCO2. The sum of
Eqs. (3) and (4) can be used to assess the total ERF F4xCO2 :

DN4xCO2
5 F4xCO2

1 aDTg,4xCO2
, (5)

where DN4xCO2 5DN4xCO2 ;noveg 1DN4xCO2 ;veg, and DTg,4xCO2 5

DTg,noveg 1DTg,veg. Combining Eqs. (1) and (5) and assuming
a has the same value in both equations, a(t, y, x) may be
obtained as

a 5
dN 2 DN4xCO2

dTg 2 DTg,4xCO2

: (6)

To the extent that DTg,4xCO2 is small relative to dTg and
might be ignored, F4xCO2 might be approximated by DN4xCO2

and then the feedback parameter might be simply estimated
as a 5 (dN2DN4xCO2 )/dTg.

Before we present the geographical distribution of DN4xCO2,noveg

and DN4xCO2 ;veg, we first show in Fig. 3a the time evolution of the
change in global area-weighted mean leaf area index (LAI) from

FIG. 2. (a)–(c) Geographical distribution of the change in surface air temperature (dT) between CM4.0’s pi-Control and its 4xCO2 simu-
lation averaged from (a) years 26–75 (Y50) and (b) years 101–150 (Y125) period. (c) The difference in dT between (b) and
(a) (Y125 2 Y50). (d)–(f) As in (a)–(c), but showing the corresponding difference in dT between CM4.0 and SPEAR. (g)–(i) As in
(d)–(f), but for the difference in dT between SPEAR and SPEAR-SV. (j)–(l) As in (d)–(f), but for the difference in dT between
CM4.0 and ESM2M. Note that (a) and (b) use the color bar at the left while the rest of the panels use the color bar at the bottom.
The global area-weighted mean from each map is shown on the top of each panel.
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CM4.0’s 4xCO2 simulation compared to its pi-Control and that
from AM4-CM4-C-DVEG-4xCO2 compared to AM4-CM4-C-
DVEG. In CM4.0, the global LAI increases rapidly during the
first 20 years and gradually stops increasing after roughly year 50
although substantial changes in regional LAI remain after year
50 (e.g., around the coast regions of the Arctic Ocean; see sup-
plementary Figs. 2c,f). This indicates that most of the change in
global LAI in CM4.0 may result from CO2 fertilization and CO2-
induced change in evapotranspiration (stomatal contraction)
rather than temperature-mediated feedback. This is confirmed
by the difference in global LAI between AM4-CM4-C-DVEG-

4xCO2 and AM4-CM4-C-DVEG, which shows a similar increase
even though both simulations are forced by the same SSTs and
SICs. In fact, the global LAI in AM4-CM4-C-DVEG-4xCO2

rises at a rate faster than that from CM4.0’s 4xCO2 simulation,
indicating that the temperature-mediated vegetation feedback
may have slowed down the global LAI increase. In this un-
coupled AM4.0, it takes 20–30 years for the global LAI to
equilibrate with the abrupt increase of CO2. As a result, it
takes roughly 20–30 years for the global TOA radiation
to reach an equilibrium state with a global mean forcing of
∼0.48 W m22 K21 (Fig. 3a). This size of vegetation forcing is
∼6% of the 4xCO2 forcing without considering vegetation ad-
justment. However, the increase in EffCS due to dynamical
vegetation is roughly 10%, indicating that some specific fea-
tures of vegetation forcing and/or additional temperature-
mediated vegetation feedback may also be important. For
example, vegetation forcing is concentrated over land, which
might cause a stronger temperature response due to its lower
heat capacity (than the ocean). We will leave an investigation
of this to future work. The much longer time scale of vegeta-
tion adjustment to CO2 increase is also very different from
other fast processes such as the stratosphere and clouds ad-
justment. It may obscure the estimate of forcing and feedback
using the simple regression method shown in Fig. 1b, espe-
cially during the earlier period of the 4xCO2 simulation. To
illustrate this, Fig. 3b compares the regression of CM4.0’s dNg

versus dTg with a similar regression except with dNg replaced
by dNg 2DNg,veg 1DNg,veg , where DNg,veg is from the solid
black line in Fig. 3a (DNg,veg values after year 50 are assumed
to be a constant computed from the average of the last
30 years of DNg,veg), and the overbar denotes the time aver-
age. The corrected regression (blue) yields a larger ERF and
more negative feedback during the first 50 years with little im-
pact on the regression after year 50 compared to the original
regression (red, the CM4.0 result in Fig. 1b), which does not
consider the slowly varying vegetation forcing in response to
the abrupt increase of CO2.

We now present in Figs. 4a and 4c the geographical distri-
bution of DN4xCO2 ;noveg and DTnoveg computed by averaging
two pairs of uncoupled AM4.0 4xCO2 perturbation simula-
tions in which we used the same static vegetation field derived
from CM4.0’s pi-Control (i.e., AM4-CM4-50 vs AM4-CM4-
4xCO2-50 and AM4-CM4-125 vs AM4-CM4-4xCO2-125). The
global mean value of DN4xCO2 ;noveg differs slightly (8.31 vs
8.15 W m22) between the two pairs of simulations with
both yielding a similar value of DTg,noveg (0.35 vs 0.36 K).
Figures 4b and 4d show DN4xCO2 ;veg and DTveg derived from
AM4-CM4-C-DVEG and AM4-CM4-C-DVEG-4xCO2. The
spatial distribution of DN4xCO2 ;veg and DTveg is highly
inhomogeneous over the land with a global mean value of
0.48 W m22 and 0.15 K respectively. It is interesting to note
that the spatial distribution of DN4xCO2 ;veg does not necessarily
correspond well with that of DTveg, especially over tropical
Africa and the Amazon. This is because the increase in DTveg

and the effect of CO2 on plants’ evapotranspiration dry the at-
mospheric boundary layer and affect moist convection. In par-
ticular, there is an increase in outgoing LW radiation and
a reduction in convective precipitation (not shown) which
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FIG. 3. (a) Left ordinate/legend: Time evolution of the change in
global area-weighted mean leaf area index (LAI) from CM4.0’s
4xCO2 simulation compared to its pi-Control (red dashed) and
AM4-CM4-C-DVEG-4xCO2 compared to AM4-CM4-C-DVEG
(black dashed) (see Table 1 for a description of the simulations).
Right ordinate/legend: Time evolution of the change in global net
TOA radiative flux and its clear-sky SW component between
AM4-CM4-C-DVEG-4xCO2 and AM4-CM4-C-DVEG. (b) A
comparison of the CM4.0 result from Fig. 1b (red) with a corrected
regression identical to CM4.0 except with dNg being replaced by
dNg 2DNg,veg 1DNg,veg (blue), where DNg,veg is from (a) and the
overbar denotes time average (note DNg,veg values after year 50 is
assumed to be a constant computed by averaging the last 30 years
of DNg,veg).
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compensate for the increase in downward SW radiation at
TOA and result in little change in TOA net radiative forcing
over tropical Africa and the Amazon. Figure 4e plots the time
evolution of global TOA net radiative feedback (ag) from
CM4.0, SPEAR, and SPEAR-SV without consideration of
the CO2-induced vegetation forcing [i.e., ag is computed using
Eq. (6) with DN4xCO2 and DTg,4xCO2 obtained from Figs. 4a
and 4c respectively]. While ag increases (less negative) with

time for all three models, it appears to be substantially larger
(less negative) in CM4.0 and SPEAR than in SPEAR-SV af-
ter the first 30 years. However, when the CO2-induced vegeta-
tion forcing is considered in CM4.0 and SPEAR [i.e., ag is
computed using Eq. (6) with DN4xCO2 and DTg,4xCO2 obtained
from the sum of Figs. 4a and 4b and the sum of Figs. 4c and
4d, respectively], their feedback values are much closer to
those of SPEAR-SV (Fig. 4f). This indicates the importance

FIG. 4. (a) Geographical distribution of DN4xCO2,noveg computed by averaging two pairs of uncoupled AM4.0 4xCO2 perturbation simu-
lations in which we used the same static vegetation field derived from CM4.0’s pi-Control (i.e., AM4-CM4-50 vs AM4-CM4-4xCO2-50 and
AM4-CM4-125 vs AM4-CM4-4xCO2-125). The global area-weighted mean is shown at the top of the panel. (b) As in (a), but for
DN4xCO2,veg computed by averaging the last 30 years of the difference between AM4-CM4-C-DVEG-4xCO2 and AM4-CM4-C-DVEG.
(c) As in (a), but for changes in surface air temperature (SAT) DTnoveg. (d) As in (b), but for changes in SAT DTveg. (e) Time evolution of
global TOA net radiative feedback (ag) from CM4.0, SPEAR, and SPEAR-SV without considering the direct effect of CO2 on vegetation
[i.e., ag is computed using Eq. (6)] with DN4xCO2 and DTg,4xCO2 obtained from (a) and (c) respectively. The horizontal lines show the TOA
net radiative feedback derived from AM4-CM4-50 and AM4-CM4-125 simulations (using AM4-CM4-C as control without considering
vegetation forcing). (f) As in (e), but with DN4xCO2 and DTg,4xCO2 including the direct effect of CO2 on vegetation [i.e., using the sum of
(a) and (b) [sum of (c) and (d)] for DN4xCO2 (DTg,4xCO2 )]. The AM4-CM4-50 and AM4-CM4-125 results in (f) have also considered the ra-
diative forcing and SAT change due to the direct effect of CO2 on vegetation [i.e., (b) and (d)].
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of considering the CO2-induced vegetation forcing to under-
stand the models’ difference in feedback. Note that because
the vegetation forcing increases slowly in the first 20 years be-
fore it gradually reaches equilibrium, CM4.0’s and SPEAR’s
feedback values in the first 20 years in Fig. 4f tend to have a
negative bias (overly corrected), especially at the beginning of
the simulations. This leads to a seemingly more rapid increase
in feedback in CM4.0 and SPEAR during the first 20 years.
After the first 50 years, CM4.0, SPEAR, and SPEAR-SV ex-
hibit a relatively similar rate of increase in ag, indicating that
some common processes among the models may dominate
the feedback increase.

The horizontal lines in Figs. 4e and 4f show the TOA net
radiative feedback derived from the two pairs of uncoupled
AM4.0 simulations (i.e., AM4-CM4-50 and AM4-CM4-125
using AM4-CM4-C as the control) with prescribed SSTs,
SICs, and vegetation from CM4.0’s pi-Control and 4xCO2

simulations. They agree reasonably well with the ag values de-
rived from the coupled simulation using Eq. (6) as long as the
CO2-induced vegetation forcing is consistently treated (i.e.,

not included in Fig. 4e and included in Fig. 4f). Note that in
order to account for CO2-induced vegetation forcing in un-
coupled AM4.0 simulations with prescribed SSTs, SICs, and
vegetation, we need to subtract Figs. 4b and 4d respectively
from the changes in TOA radiation and SAT in AM4-CM4-
50 (or AM4-CM4-125) using AM4-CM4-C as the control and
then compute the feedback.

As shown in Figs. 1b, 3b, 4e, and 4f, the global feedback
strength changes with time in the models especially after the first
50 years of the 4xCO2 simulation. However, the feedback pa-
rameter computed using Eq. (6) after the first 50 years still con-
tains the impact of the feedback from the first 50 years (i.e.,
cumulative effect) because the TOA flux and SAT are com-
pared against their pi-Control values. To investigate the feed-
back parameter after year 50, below we include a different
definition of the feedback parameters by assuming two constant
feedback parameters: a1 (y, x) for feedback before year 50 and
a2 (y, x) after year 50. This is more consistent with the two linear
regressions of Figs. 1b and 3b (e.g., Andrews et al. 2015; Winton
et al. 2019). With this assumption, Eq. (1) can be rewritten as

dN(t, y, x) 5
F4xCO2

y, x( ) 1 a1(y, x)dTg(t) if t # 50 yr

dN(50; y, x) 1 a2(y, x)[dTg(t) 2 dTg(50)] if t . 50 yr
:

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (7)

For years before year 50, Eq. (7) would be the same as
Eq. (1). However, for years after year 50, it is the feedback
parameter a2 that determines the rate of global mean warm-
ing per unit decrease of TOA net radiation. Thus, a2 is impor-
tant for a model’s EffCS because it controls the additional
SAT warming after the first 50 years as the remaining TOA
radiative imbalance continues to approach zero. However, be-
cause of the different definitions of the feedback parameter
a2, we do not expect it is the same as that defined in Eq. (6).
We refer to Rugenstein and Armour (2021) for various defini-
tions of the feedback parameters and their implications to
ECS and/or EffCS. Below we compare the TOA net radia-
tive feedback computed from years 26–75 and years 101–150
using Eq. (6) as well as a2 using Eq. (7) based on the two
periods.

Figures 5a, 5d, and 5g show the geographical distribution of
a derived from years 26–75 of the 4xCO2 simulation and its
corresponding pi-Control from CM4.0, SPEAR and SPEAR-SV
respectively. While there is a broad similarity in the spatial
distribution of a among the three models, CM4.0 displays
substantially larger positive feedback over the SH sea ice–
covered region near the Antarctic continent. Compared to
SPEAR-SV, both CM4.0 and SPEAR produce more positive
feedback over the NH high-latitude lands near the Arctic
Ocean (which are typically dominated by tundra in the pre-
sent climate) and more negative feedback in lower-latitude
Eurasia and North America. Figure 5j demonstrates that lo-
cally, the vegetation feedback can amount to 63 W m22 K21

in this model. Indeed, there is a large increase in LAI over
the NH high-latitude land in CM4.0 and SPEAR in response
to the 4xCO2 increase (see supplementary Figs. 2a,d), due

presumably to the fact that these regions have the smallest
LAI (and coldest SAT) in their pi-Control but experience
the largest SAT warming in the 4xCO2 simulations (see Figs.
2a,b). In addition, these regions exhibit the largest percent-
age increase in surface precipitation, which would also help
vegetation to grow. The increase in LAI causes more down-
ward shortwave radiation into the NH high-latitude land sur-
face, which is typically covered by snow (see supplementary
Figs. 2g,j). The impact of vegetation on snow albedo is re-
lated to the amount of vegetation able to grow above the
snow masking depth in GFDL’s land model. However, as
shown in Fig. 3, the global LAI response to 4xCO2 increase
is due primarily to CO2 fertilization and CO2-induced
changes in evapotranspiration (stomatal contraction) rather
than a temperature-mediated feedback. When CO2-induced
vegetation forcing is removed from the feedback calculations
(i.e., Figs. 5a–f), the difference in global mean feedback be-
tween SPEAR and SPEAR-SV is fairly small despite the
substantial increases and decreases in regional feedback (see
Fig. 5j).

Figures 5b, 5e, and 5h further display the a values derived
from the last 50 years of each model’s 4xCO2 simulation and its
corresponding pi-Control. The spatial patterns are similar to
those from the earlier period despite increased (less negative)
global mean feedbacks. This is because the feedbacks computed
using Eq. (6) are dominated by the earlier period, which produ-
ces the most reduction (warming) in dN (dTg). Figure 5k shows
that the global feedback difference between SPEAR and
SPEAR-SV remained small for the last 50 years with a pattern
similar to that in Fig. 5j. It is consistent with Fig. 3a, which shows
that the global LAI stops increasing after year 50 despite the
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fact that LAI around the coastal regions of the Arctic Ocean still
increases with compensating reductions at the lower latitudes of
North America and Eurasia (see supplementary Figs. 2c,f).

Finally, Figs. 5c, 5f, and 5i show the feedback parameter a2

computed using the difference between the two periods
(centered at Y50 vs Y125) based on Eq. (7). In contrast to
Figs. 5b, 5e, and 5h, there is a much larger increase (less nega-
tive) in global TOA feedback for all models. Spatially, the in-
crease is dominated by the eastern Pacific and the broader SH
oceans. This increase is caused primarily by an increase in
cloud feedback, which may be estimated by changes in TOA
net cloud radiative effect (CRE; see supplementary Figs. 3a–i).

We note that the change in CRE per degree of global SAT
warming is not strictly speaking the “cloud feedback” because
it does not account for cloud masking of the clear-sky re-
sponse (Soden et al. 2004). However, this measure is highly
correlated with cloud feedback computed using the partial ra-
diative perturbation (PRP) method with a systematic differ-
ence of 0.3–0.4 W m22 K21 (Soden et al. 2004). It has been
widely used in the climate analysis community to infer inter-
model differences in cloud feedback (e.g., Cess et al. 1990,
1996; Bony et al. 2004; Bony and Dufresne 2005; Wyant et al.
2006; Medeiros et al. 2008; Andrews et al. 2012; Webb et al.
2013; Zhang et al. 2013; Ringer et al. 2014; Webb et al. 2015;

FIG. 5. (a)–(c) Geographical distribution of TOA net radiative feedback a in response to global mean surface air temperature warming
(W m22 K21) derived [using Eq. (6), the sum of Figs. 4a and 4b for DN4xCO2 and the sum of Figs. 4c and 4d for DTg,4xCO2 ] from (a) years
26–75 (Y50) and (b) years 101–150 (Y125) period of CM4.0’s 4xCO2 simulation and its pi-Control. (c) TOA feedback a2 computed using
Eq. (7) and the two periods centered at year 50 and year 125 (Y125 2 Y50). The global mean value is shown on the top of each panel.
(d)–(f) As in (a)–(c), but for SPEAR. (g)–(i) As in (a)–(c), but for SPEAR-SV. Note that for SPEAR-SV only Figs. 4a and 4b are used
for DN4xCO2 and DTg,4xCO2 respectively because dynamical vegetation is not used in this model. (j)–(l) As in (d)–(f), but showing the differ-
ence between SPEAR and SPEAR-SV to highlight the impact of dynamic vegetation on temperature mediated feedback.
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Bretherton 2015; Silvers et al. 2018; Wing et al. 2020). This is
because it is readily available from model output and, with
clear-sky feedback, it adds up to the modeled total TOA feed-
back. In this paper, we follow the previous studies and simply
refer to it as cloud feedback. We will return to the cloud feed-
back in section 3c. Here, it is also interesting to note that
compared to SPEAR and SPEAR-SV, CM4.0 produces sub-
stantially higher a2 over the Antarctic sea ice regions, which
contributes to its higher (less negative) global mean a2. In ad-
dition, CM4.0 and SPEAR produce a higher a2 over the
Arctic coast than SPEAR-SV, although the global mean a2

differs only slightly between SPEAR and SPEAR-SV. Be-
cause a2 has removed the feedback effect from the earlier
period (the first 50 years) and measures the actual feedback
each model experiences during the later period of their
4xCO2 simulations, Figs. 5c, 5f, and 5i would be more relevant
to the models’ ECS than Figs. 5b, 5e, and 5h, assuming the
feedback parameters remain constant as the models continue
to equilibrate. However, we note that a2 is not the same as
the feedback parameter one traditionally uses to define ECS
because it does not satisfy the relationship ECS5 2F2xCO2 /a
(Rugenstein and Armour 2021).

To further understand the causes of model differences in
TOA feedback, we show in Fig. 6 the intermodel differences
in latitudinal distribution of TOA net radiative feedback, as
well as its decomposition into individual components derived
from years 101–150 of the 4xCO2 simulation and its corre-
sponding pi-Control from CM4.0, SPEAR, SPEAR-SV, and
ESM2M. Note the direct effect of 4xCO2 on TOA radiation
and SAT has been removed to compute the total feedback as
well as its individual components. For each individual compo-
nent, dN and DN4xCO2 in Eq. (6) are replaced by the corre-
sponding component derived from the same set of 4xCO2

perturbation experiments used for computing dN and
DN4xCO2 (see Figs. 4a,b). The feedback difference between
CM4.0 and SPEAR (red lines) occurs primarily over the Ant-
arctic sea ice region and is dominated by the clear-sky SW
component (Fig. 6d) with the clear-sky LW component
(Fig. 6c) slightly counteracting the SW component. In con-
trast, the cloud feedback difference between CM4.0 and
SPEAR is generally small and subtle (Fig. 6b). Indeed, Fig. 6e
shows that compared to SPEAR, CM4.0 produces a substan-
tially larger reduction in SICs over the Antarctic sea ice re-
gion and somewhat a smaller reduction in SICs over the
Arctic region, which well explains their difference in clear-sky
SW feedback. The feedback difference between SPEAR and
SPEAR-SV (green lines) occurs primarily over the NH high
latitudes featuring a northward shift of positive feedback
(Fig. 6a). This is also due primarily to the clear-sky SW feed-
back (see Fig. 6d). The SIC difference between SPEAR and
SPEAR-SV is generally small except in the Arctic, where
SPEAR produces a larger SIC reduction due presumably to
the surrounding land warming associated with vegetation in-
crease. Indeed, Fig. 6f shows that compared to SPEAR-SV,
CM4.0 and SPEAR produce a temperature-mediated LAI
feedback featuring a northward shift of vegetation from the
middle to high latitudes in NH, which is independent of the
direct response of vegetation to CO2 increase. This leads to

an increase in net shortwave radiation into land surface in NH
higher latitudes and a reduction in the lower latitudes (green
dashed lines in Fig. 6f) due to the effect of vegetation on
snow albedo. This explains the difference in clear-sky SW
feedback between SPEAR and SPEAR-SV (Fig. 6d). De-
spite the large difference in latitudinal distribution of the
vegetation feedback, the global mean feedback between
SPEAR and SPEAR-SV is relatively small compare to
other feedbacks. In general, the feedback difference be-
tween CM4.0 and SPEAR-SV is dominated by their differ-
ence in SH sea ice feedback and the vegetation feedback
over the NH high latitudes.

Finally, Fig. 6 also displays the feedback difference between
CM4.0 and ESM2M. Compared to the differences among
CM4.0, SPEAR, and SPEAR-SV, ESM2M stands out by its
much smaller (less positive or more negative) cloud feedback
over most latitudes (Fig. 6b). In addition, ESM2M also exhib-
its a much smaller reduction in SH SICs (Fig. 6e) and there-
fore much less positive clear-sky SW feedback over the
Antarctic sea ice region (Fig. 6d). Globally, compared to
ESM2M, CM4.0 produces a 0.86 W m22 K21 increase (less
negative) in global mean TOA net feedback, out of which
0.42 W m22 K21 is from cloud feedback and 0.23 W m22 K21

is from clear-sky SW feedback, with the rest from clear-sky
LW feedback. This indicates that cloud feedback is the leading
cause of the increase in EffCS in CM4.0 compared to ESM2M
despite playing little role in explaining the intermodel differ-
ences in EffCS among CM4.0, SPEAR, and SPEAR-SV.

b. Uncoupled AM4.0 simulations

In the following, we attempt to use the uncoupled AM4.0
simulations to isolate the feedbacks associated with changes
in SST, SIC, and vegetation in CM4.0’s 4xCO2 simulation.
Figures 7a and 7b show the geographical distribution of TOA
net feedback parameter a derived from AM4-CM4-50 and
AM4-CM4-125 (using AM4-CM4-C as control). The direct ef-
fect of 4xCO2 on vegetation and associated DN4xCO2 ;veg and
DTveg (i.e., Figs. 4b,d) has been removed because part of the
vegetation change between AM4-CM4-C and AM4-CM4-50
(or AM4-CM4-125) is due to the direct effect of 4xCO2 on
vegetation rather than the temperature-mediated feedback.
The pattern looks very similar to that shown in Figs. 5a and
5b with only a small difference in global mean values. This in-
dicates that Eq. (6) can fairly well capture both the global
mean and the geographical distribution of TOA net feedback
from the coupled simulations provided that DN4xCO2 and
DTg,4xCO2 are known. Furthermore, Fig. 7c shows that the
feedback parameter a2 derived from AM4-CM4-125 simula-
tion (using AM4-CM4-50 as control) also agrees well with
Fig. 5c, with both showing a large increase in global mean
feedback compared to that from the earlier period (i.e., a1 in
Figs. 5a and 7a). However, uncoupled AM4.0 allows one to
change SST, SIC, and vegetation in isolation so that the total
feedback in Figs. 7a–c can be further partitioned into contribu-
tions from individual components. The contribution from each
component is computed as the change in TOA net radiative
flux from its corresponding component (SST, SIC, vegetation)
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perturbation simulation normalized by the same global mean
SAT change in Figs. 7a–c so that the sum of individual compo-
nents roughly equals those shown in Figs. 7a–c. Note, for the
vegetation perturbation simulations (i.e., Figs. 7j,k), the direct
effect of 4xCO2 on vegetation and its associated DN4xCO2 ;veg

has been removed.
The contribution from changes in SST anomalies is shown in

Figs. 7d–f. Except in the NH and SH high latitudes, the spatial

pattern in TOA net feedback is determined primarily by SST
warming anomalies, which may be further decomposed into a
spatial pattern of SST anomalies and a global mean warming.
Figure 7d shows a global mean feedback of 21.65 W m22 K21,
which is very similar to that (21.66 W m22 K21) from
AM4-uniform2K (see Fig. 10j). This is likely because the SST
anomalies, which are computed against pi-Control (AM4-CM4-C),
are dominated by the global mean warming instead of a lack
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FIG. 6. Model differences (see legend) in latitudinal distribution of TOA (a) net radiative feedback, and its decomposition into
(b) cloud, (c) clear-sky longwave, and (d) clear-sky shortwave feedbacks (W m22 K21) derived [using Eq. (6)] from years 101–150 of the
4xCO2 simulation and its corresponding pi-Control from CM4.0, SPEAR, SPEAR-SV, and ESM2M. Except for SPEAR-SV, the same
DN4xCO2 ;veg (Fig. 4b) and DTg,veg (Fig. 4d) are included in DN4xCO2 and DTg,4xCO2 , respectively, for computing feedbacks in all models.
SPEAR-SV only uses Fig. 4a for DN4xCO2 and Fig. 4c for DTg,4xCO2 . For each individual component of the net feedback, dN and DN4xCO2

in Eq. (6) are simply replaced by the corresponding component derived from the same set of 4xCO2 perturbation simulations used for de-
riving dN and DN4xCO2 (see Fig. 4 caption for details). The global area-weighted means are shown in the legend of each panel. (e) As in
(d), but for sea ice concentration feedback. (f) As in (d), but for leaf area index (LAI; left ordinate) and net surface SW radiation (right or-
dinate, downward positive) feedback computed over the land covering regions at each latitude. The direct effect of 4xCO2 on LAI and as-
sociated surface SW radiation has been removed following the same procedure as that for TOA radiation. The global land area weighted
means are shown in the legend.
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of feedback sensitivity to SST warming patterns in this model.
Indeed, comparing Fig. 7f with Fig. 7c indicates that most of
the total feedback increase between the earlier and later pe-
riod (comparing Figs. 7a,c) is due to changes in SST warming
pattern (comparing Figs. 7d,f). However, this large difference
can only be well seen if we focus on the difference between
the two periods (AM4-CM4-50 versus AM4-CM4-125) be-
cause using AM4-CM4-C as a control obscures the feedback
estimate for the later period. We will return to the effects of
SST warming pattern later.

Figures 7g–i show the TOA feedback contribution from
changes in SICs. Using AM4-CM4-C as the control, the global
mean feedback due to SIC change is roughly 0.15 W m22 K21

for both the earlier and later periods. Locally, the feedback
strength can be 2–8 W m22 K21 with the largest positive feed-
back coming from some SH sea ice–covered regions. Figure 7i
shows that the global mean SIC feedback (derived using
AM4-CM4-50 and AM4-CM4-125) stays relatively un-
changed after year 50, although it tends to be increasingly
dominated by the feedback over the SH sea ice–covered

FIG. 7. (a)–(c) Geographical distribution of TOA net radiative feedback (W m22 K21) derived from (a) AM4-CM4-50 and
(b) AM4-CM4-125 using AM4-CM4-C as a control. (c) As in (b), except using AM4-CM4-50 as a control to estimate the feedback param-
eter a2 after year 50 of CM4.0’s 4xCO2 simulation. (d)–(f) As in (a)–(c), but for feedback contributions from SST anomalies using AM4-
CM4-SST-50 and AM4-CM4-SST-125. (g)–(i) As in (a)–(c), but for feedback contributions from SIC anomalies using AM4-CM4-SIC-50
and AM4-CM4-SIC-125. (j)–(l) As in (a)–(c), but for feedback contributions from vegetation anomalies using AM4-CM4-VEG-50 and
AM4-CM4-VEG-125. The feedbacks in each column are computed as their corresponding change in TOA net radiative flux normalized
by the same global mean SAT change. In (a), (b), (j), and (k) the direct effect of 4xCO2 on vegetation and associated DN4xCO2 ;veg (i.e.,
Fig. 4b) has been removed. The global mean SAT change is 4.32 K (AM4-CM4-50 2 AM4-CM4-C2 DTg,veg) for the left column, 5.26 K
(AM4-CM4-125 2 AM4-CM4-C 2 DTg,veg) for the center column, and 0.94 K (AM4-CM4-125 2 AM4-CM4-50) for the right column.
The global mean feedback is shown on the top of each panel.
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regions. The feedback maps computed using the two periods
(i.e., AM4-CM4-50 and AM4-CM4-125) are generally noisier
due to their much smaller change in global SAT (or SST)
compared to their SAT (or SST) change from pi-Control
(AM4-CM4-C). Finally, Figs. 7j–l show the TOA feedback
from temperature-mediated changes in vegetation. Both the
spatial pattern and the relatively small global mean feedback
are consistent with the feedback difference between SPEAR
and SPEAR-SV (Figs. 5j–l), indicating again that most of the
impact of the dynamical vegetation model on CM4.0’s (and
SPEAR’s) EffCS is due to an increased ERF rather than tem-
perature mediated feedback.

In these uncoupled atmospheric simulations, a change in
SICs or vegetation may modify the feedback parameters in
two different ways if the system is linear to individual

perturbations. One is through a change in TOA flux and the
other through a change in global SAT. Figure 8 shows that
the SAT change between AM4-CM4-C and AM4-CM4-50 (or
AM4-CM4-125) is fairly linear when decomposed into contri-
butions from SST, SIC, and vegetation anomalies with the
global mean SAT changes in Figs. 8a–c (i.e., 4.47, 5.41, and
0.94 K) being very close to the sum of the three individual com-
ponents (comparing each column of Fig. 8). If we add to Figs. 8a
and 8b the global SAT change (0.35 K; see Fig. 4c) due to a four-
fold increase of CO2 concentration from the uncoupled AM4.0
simulations without vegetation change, the total SAT change
also recovers well the global SAT change during the two periods
of CM4.0’s 4xCO2 simulation (i.e., 4.87 and 5.79 K; see Figs. 2a,b).
Comparing Fig. 7 and Fig. 8, SIC anomalies produce not only a
significant increase in TOA flux (e.g., 0.79 5 0.15 3 5.26 W m22;

FIG. 8. (a)–(c) Geographical distribution of the change in surface air temperature (SAT) from (a) AM4-CM4-50 and (b) AM4-CM4-
125 using AM4-CM4-C as a control. (c) The difference between (b) and (a) (AM4-CM4-125 minus AM4-CM4-50). (d)–(f) As in (a)–(c),
but for SAT change associated with SST anomalies using AM4-CM4-SST-50 and AM4-CM4-SST-125. (g)–(i) As in (a)–(c), but for SAT
change associated with SIC anomalies using AM4-CM4-SIC-50 and AM4-CM4-SIC-125. (j)–(l) As in (a)–(c), but for SAT changes associ-
ated with vegetation anomalies using AM4-CM4-VEG-50 and AM4-CM4-VEG-125. Note that (a), (b), (d), (e), (g), and (h) use the left
color bar; the remaining panels use the bottom color bar. The global area-weighted mean is shown on the top of each panel. See Table 1
for a description of the simulations.
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see Fig. 7h) but also a substantial increase in global SAT (e.g.,
0.6 K; see Fig. 8h). The sizable impact of SIC anomalies on
global SAT changes indicates that the estimates of TOA feed-
back associated with the SST anomalies (i.e., Figs. 7d,e) are
slightly larger (less negative) than those estimated by using the
traditional SST-perturbation only simulations (e.g., Cess or
SST warming pattern simulations in section 3c) because they
do not consider any changes in SICs and the associated addi-
tional SAT warming in the denominator. In contrast, the
global SAT changes associated with vegetation anomalies ap-
pear to be negligible.

c. Uncoupled AM4.0 simulations with various SST
warming patterns

So far, we have explored the intermodel difference in
EffCS among CM4.0, SPEAR, SPEAR-SV, and ESM2M and
demonstrated that an increase in ERF associated with the dy-
namic vegetation model (Figs. 3 and 4) and an enhanced
clear-sky SW feedback associated with a stronger reduction in
Antarctic SICs (Figs. 6d,e) are the primary causes of the
EffCS increase in CM4.0 compared to SPEAR-SV. While the
temperature mediated change in vegetation has substantially
regional impact on feedback its contribution to the global
mean feedback is relatively small. The SST warming patterns
among CM4.0, SPEAR, and SPEAR-SV are fairly similar
(see supplementary Fig. 1), and they do not appear to play an
important role in causing the model differences in feedback
(Fig. 6). However, the change in SST warming patterns be-
tween the earlier and later periods of the model’s 4xCO2 sim-
ulation leads to a substantial increase in TOA net feedback
and EffCS. Finally, it is worth noting that despite its sizable
decrease in EffCS compared to CM4.0, SPEAR-SV still pro-
duces an EffCS of 3.8 K, which is substantially higher than
ESM2M (2.9 K), indicating something else must be important
in explaining the EffCS increase in the GFDL’s new climate
models. Indeed, Fig. 6b shows that while cloud feedback does
not explain the key feedback differences among CM4.0,
SPEAR, and SPEAR-SV, it appears to be the leading cause
of the feedback difference between CM4.0 and ESM2M. As
we noted before, the atmospheric model (AM2) used in
ESM2M and AM4.0 produce a similar Cess sensitivity in re-
sponse to uniform SST warming with the global mean cloud
feedback differs only modestly (20.04 W m22 K21 for AM2
and 0.13 W m22 K21 for AM4.0). However, the SST warming
patterns (supplementary Fig. 1) produced by CM4.0 and
ESM2M differ substantially. Below we explore to what extent
the additional positive feedback and the EffCS increase in
CM4.0 compared to ESM2M may be caused by their differ-
ence in SST warming patterns.

Figures 9a and 9b show the SST warming patterns derived
from two different periods (AM4-CM4pattern2K-50 for years
26–75 and AM4-CM4pattern2K-125 for years 101–150) of
CM4.0’s 4xCO2 simulation and its pi-Control. Except in the
North Atlantic high-latitude regions, both show relatively
more warming in the NH than in SH. The SST warming
pattern in Fig. 9b looks similar to Fig. 9a because the SST dif-
ferences between the later period and pi-Control are

dominated by the earlier period. However, the warming pat-
tern derived from the two periods (Fig. 9c; AM4-CM4pat-
tern2K-125minus50) exhibits a distinct difference in the later
period with relatively more warming in the southeastern Pa-
cific and the broader Southern Ocean compared to the earlier
period. Figures 9d–f show the SST warming patterns similarly
derived as CM4.0 except from ESM2M’s 4xCO2 and pi-Con-
trol simulations. Compared to ESM2M, CM4.0 tends to pro-
duce more relative warming over the broad Southern Ocean,
the eastern Pacific as well as the North Atlantic high-latitude
regions (see Figs. 9g,h). Figure 9i further displays a broad
hemispheric difference in the trend of warming pattern with
relatively more (less) SH (NH) warming in CM4.0 than
ESM2M during the later period of their 4xCO2 simulations.
To explore which features of SST warming pattern differences
between CM4.0 and ESM2M are more important, we show in
Fig. 9k a simulation (AM4-CM4pattern2K-125-modified) sim-
ilar to Fig. 9b (AM4-CM4pattern2K-125) except with its zonal
mean SST anomalies replaced by those from Fig. 9e (AM4-
ESM2Mpattern2K-125). Figure 9l highlights the SST differ-
ences between AM4-CM4pattern2K-125 and AM4-CM4pat-
tern2K-125-modified. See Table 2 for a detailed description of
these simulations.

The spatial distribution of TOA net radiative feedback in
response to the various SST warming patterns is shown
in Fig. 10 with the global mean feedback shown on the
top of each panel. The global mean feedback in AM4-
CM4pattern2K-50 (21.78Wm22 K21) and AM4-CM4pattern2K-
125 (21.63 W m22 K21) does not appear to differ substantially
fromAM4-uniform2K (21.66Wm22 K21), which seems to indi-
cate that CM4.0’s SST warming pattern does not contribute
much to its increase in TOA feedback and EffCS compared
to that inferred from the AM4.0 Cess simulation. However,
Fig. 10c shows that the global mean feedback increases (less
negative) by ∼50% as CM4.0’s SST warming pattern evolves
from the earlier to the later period, which is also broadly
consistent with Figs. 5c and 7c,f. This large increase (less
negative) in global feedback strength in response to changes
of SST warming pattern (AM4-CM4pattern2K-125minus50)
indicates that AM4.0’s global feedback is indeed sensitive to
particular features of SST warming patterns and the relatively
similar global feedback values between AM4-CM4pattern2K-50
(AM4-CM4pattern2K-125) and AM4-uniform2K may be due to
the relatively small differences between these warming patterns
and the uniform warming and global cancellation of regional
changes in feedback instead of the model’s lack of sensitivity to
any SST warming patterns.

Indeed, Figs. 10d–f show that using ESM2M’s SST warming pat-
terns AM4.0 produces global feedbacks that are ∼0.5 W m22 K21

smaller (more negative) than those produced by using CM4.0’s
warming patterns. This suggests that CM4.0’s EffCS would be
much lower if CM4.0 produced a similar SST warming pattern
as ESM2M does. Figures 10g–i show that the additional positive
feedback generated by CM4.0’s warming patterns tends to be
dominated by the SH oceans especially over the southeastern
Pacific, the South Atlantic, and most of the Southern Ocean
where CM4.0 produces the largest SST warming compared to
ESM2M (see Figs. 9g–i). Figure 10k further shows that the
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feedback increase from CM4.0’s warming pattern results
primarily from its zonal mean component because replacing
its zonal mean SST anomalies with ESM2M’s values leads
to a large decrease (more negative) in global feedback. It
brings down the global feedback from21.63Wm22 K21 in AM4-
CM4pattern2K-125 to22.02Wm22 K21 in AM4-CM4pattern2K-
125-modified, which is fairly close to 22.13 W m22 K21 in
AM4-ESM2Mpattern2K-125. Comparing Figs. 10l and 10h con-
firms that the zonal mean difference in SST warming accounts for
most of the feedback difference between AM4-CM4pattern2K-
125 andAM4-ESM2Mpattern2K-125 including both spatial distri-
bution and their global mean difference (78%5 0.39/0.5).

The differences in TOA net radiative feedback among the
various SST warming pattern simulations result primarily
from the model’s differences in cloud feedback (see Fig. 11).
For example, comparing Figs. 11a,c and Figs. 10a,c indicates
that most of the increase (0.96 W m22 K21) in global feed-
back from AM4-CM4pattern2K-50 (21.78 W m22 K21) to
AM4-CM4pattern2K-125minus50 (20.82 W m22 K21) is due
to an increase in cloud feedback (0.79 W m22 K21). This sug-
gests that changes in cloud feedback are the primary cause of
feedback increase between the earlier and later periods of
CM4.0’s 4xCO2 simulation. The same is true for SPEAR and
SPEAR-SV (not shown). Similarly, most of the feedback

FIG. 9. Geographical distribution of the SST anomalies used for various SST warming pattern simulations (all use AM4-CM4-C as a
control). The global ocean area-weighted mean SST anomaly is 2 K for all cases and is removed from each map. (a)–(c) SST anomalies de-
rived from (a) years 26–75 (AM4-CM4pattern2K-50) and (b) years 101–150 (AM4-CM4pattern2K-125) of CM4.0’s 4xCO2 simulation and
its pi-Control. (c) SST anomalies derived from the above two periods (AM4-CM4pattern2K-125minus50). (d)–(f) As in (a)–(c), but for
SST anomalies derived from ESM2M’s 4xCO2 and pi-Control (i.e., AM4-ESM2Mpattern2K-50, AM4-ESM2Mpattern2K-125, and AM4-
ESM2Mpattern2K-125minus50). (g)–(i) As in (a)–(c), but showing the difference in SST warming anomalies between CM4.0 and
ESM2M. (j) Uniform 2-K SST warming (AM4-uniform2K). (k) As in (b), but with the zonal mean SST anomalies replaced by that from
(e) (AM4-CM4pattern2K-125-modified). (l) The difference between (b) and (k). The global ocean area-weighted mean value is shown on
the top of each panel. See Table 2 for a description of the simulations.
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increase from AM4-ESM2Mpattern2K-50 (22.28 W m22 K21)
to AM4-ESM2Mpattern2K-125minus50 (21.37 W m22 K21) is
also caused by their cloud feedback difference. Furthermore,
Figs. 11g–i show very similar spatial patterns as well as magnitudes
to Figs. 10g–i, indicating that it is the cloud feedback difference
that dominates the total feedback difference produced by CM4.0’s
and ESM2M’s SST warming patterns. By contrast, the clear-sky
feedback (supplementary Figs. 4g–i) exhibits little similarity to
Figs. 10g–i. Comparing Figs. 10g,h and Figs. 11g,h, and supplemen-
tary Figs. 4g and 4h suggests that roughly 80% (20%) of the global
feedback difference between AM4-CM4pattern2K-50 and
AM4-ESM2Mpattern2K-50 is due to cloud (clear-sky) feed-
back difference. The same is true for the difference between
AM4-CM4pattern2K-125 and AM4-ESM2Mpattern2K-125.
Moreover, the feedback difference between AM4-CM4pattern2K-
125minus50 and AM4-ESM2Mpattern2K-125minus50 is almost
entirely explained by their cloud feedback difference. Here,
it is worth noting that the increase in global mean cloud

feedback (0.4 W m22 K21; Fig. 11h) resulting from the differ-
ent SST warming patterns produced by CM4.0 and ESM2M is
consistent with their difference in global mean cloud feedback
in coupled simulations (0.42 W m22 K21; Fig. 6b). Figure 6 has
also shown that the cloud feedback difference between CM4.0
and ESM2M is the leading cause of CM4.0’s increase in total
feedback compared to ESM2M. Finally, Figs. 11h and 11l fur-
ther demonstrate that the zonal mean difference in SST warm-
ing patterns between CM4.0 and ESM2M is the primary cause
of their difference in cloud feedback.

The TOA net cloud feedback and its sensitivity to various
SST warming patterns are dominated by the shortwave (SW)
component. Figure 12 shows that both the spatial distribution
and the global mean values of TOA net cloud feedback
shown in Fig. 11 are broadly similar to its SW component
with the longwave (LW) component exhibiting little similarity
(not shown). Figure 13 further reveals that the SW cloud feed-
back sensitivity to SST warming patterns is due primarily to

FIG. 10. As in Fig. 9, but for TOA net radiative feedback (Wm22 K21) computed from each SST warming pattern simulation and the con-
trol (AM4-CM4-C). See Table 2 for a description of the simulations.

J OURNAL OF CL IMATE VOLUME 355654

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 09/29/22 06:57 PM UTC



low cloud feedback sensitivity to SST warming patterns. In
particular, Fig. 13 demonstrates that compared to ESM2M’s
SST warming pattern, CM4.0’s relatively more SST warming
over the eastern Pacific and Southern Ocean tends to reduce
low cloud amount over the broad SH oceans, which decreases
the reflection of SW radiation and therefore leads to more
positive cloud feedback. Comparing Figs. 12h,l and Figs. 13h,l
indicates again that the zonal mean difference between
CM4.0’s and ESM2M’s SST warming patterns explains most
of their difference in low cloud feedback.

4. Summary

It has been proven difficult to understand and narrow down
the uncertainties in climate models’ EffCS despite its para-
mount importance for accurate future climate prediction. This
is due at least in part to EffCS’s dependence on the details of
physics parameterizations, especially those related to clouds.
Cloud feedbacks have long been identified as the primary

source of uncertainty in climate models’ EffCS (e.g., Bony
et al. 2004; Myers et al. 2021). Because of this, we have paid
special attention to cloud feedbacks during the development
of GFDL’s AM4.0 (Zhao et al. 2018a,b) by frequently con-
ducting an idealized Cess simulation and comparing its cloud
feedbacks and Cess climate sensitivity with the earlier GFDL
models. The goal is to monitor and use the Cess sensitivity in
combination with the model’s aerosol forcing to roughly as-
sess its ability in simulating the observed historical warming
trend. AM4.0 produces a global climate feedback and Cess
sensitivity very similar to the earlier GFDL model AM2 in re-
sponse to a uniform 2-K SST warming. Yet, CM4.0 produces
a much larger EffCS (5 K) than ESM2M (2.9 K), which uses
AM2 and produces one of the lowest EffCS values among
CMIP5 models (Meehl et al. 2020). This sharp contrast indi-
cates that other components of CM4.0 and their interactions
with AM4.0 can dramatically alter the EffCS of the coupled
system. By comparing CM4.0 with SPEAR and SPEAR-SV,
which use an identical AM4.0 but a different ocean and sea ice

FIG. 11. As in Fig. 10, but for TOA net cloud feedback computed as changes in TOA net cloud radiative effect (DCRE) normalized to per
1 K global mean surface air temperature warming (Wm22 K21).
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model with (SPEAR) or without (SPEAR-SV) the dynamical
vegetation model, we find that CM4.0 produces an EffCS
roughly 20% and 30% higher than SPEAR (EffCS 5 4.2 K)
and SPEAR-SV (EffCS 5 3.8 K), respectively (Fig. 1b). The
substantial increase in CM4.0’s EffCS is found to be caused
primarily by an additional positive forcing associated with the
direct response of vegetation to CO2 increase (Figs. 3 and 4)
and an enhanced positive feedback due to its stronger reduc-
tion in SH SICs (Figs. 6d,e). While the temperature-mediated
change in vegetation has substantial regional impact on feed-
back its contribution to the global mean feedback is relatively
small (Figs. 5j,k and 7j,k).

Although cloud feedback does not explain the key feed-
back differences among CM4.0, SPEAR, and SPEAR-SV
(Figs. 6a,b), it is the primary cause of the models’ increase in
TOA net feedback during the later period of their 4xCO2 sim-
ulations (supplementary Fig. 3). The increase in cloud feed-
back is caused by the change in SST warming patterns
(Figs. 11a,c). Compared to the earlier period, all of the three

models produce more relative warming over the eastern
Pacific and the Southern Ocean. This change in SST warming
patterns reduces low cloud amount (Figs. 13a,c) and increases
downward SW radiation (Figs. 12a,c) over the broad SH
oceans and the eastern Pacific, resulting in a substantial in-
crease in global net feedback.

Compared to the GFDL’s new climate models, ESM2M
stands out by its much smaller (less positive or more negative)
cloud feedback (Fig. 6b). In addition, ESM2M also exhibits a
much smaller reduction in SH SICs (Fig. 6e) and therefore
substantially weaker positive clear-sky SW feedback over
the Antarctic sea ice region, especially compared to CM4.0
(Fig. 6d). Indeed, compared to ESM2M, CM4.0 produces a
0.86 W m22 K21 increase (less negative) in global mean feed-
back, among which 0.42 W m22 K21 is from cloud feedback
and 0.23 W m22 K21 is from clear-sky SW feedback, with the
rest being from clear-sky LW feedback (Figs. 6a–d). This indi-
cates that cloud feedback is the leading cause of the increase
in CM4.0’s EffCS compared to ESM2M.

FIG. 12. As in Fig. 10, but for TOA SW cloud feedback computed as changes in TOA SW cloud radiative effect (DSWCRE) normalized
to per 1 K global mean surface air temperature warming (Wm22 K21).
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The cloud feedback difference between CM4.0 and ESM2M
is due primarily to their difference in SST warming patterns.
The uncoupled AM4.0 forced by CM4.0’s SST warming pat-
tern produces a global TOA feedback ∼0.5 W m22 K21 higher
than AM4.0 forced by ESM2M’s SST warming pattern
(Fig. 10h). Roughly 80% (0.4 W m22 K21) of the increase is
due to cloud feedback (Fig. 11h). This number is also consis-
tent with the cloud feedback difference (0.42 W m22 K21)
computed directly from CM4.0 and ESM2M (Fig. 6b). The dif-
ference in cloud feedback results predominantly from low
cloud cover and their associated SW feedback in response to
the different SST warming patterns (Figs. 12 and 13). Com-
pared to ESM2M, CM4.0 produces more relative warming
over the eastern Pacific and the Southern Ocean, which tends
to reduce low cloud cover and increase downward SW radia-
tion over the eastern Pacific and much of the broader SH
oceans. Further experiments demonstrate that it is the zonal
mean difference in the SST warming patterns between CM4.0
and ESM2M that dominates their cloud feedback difference.

Thus, the cloud feedback difference in response to CM4.0’s
and ESM2M’s SST warming patterns appears to be the leading
cause of CM4.0’s increase in EffCS compared to ESM2M.

Despite AM4.0’s large sensitivity of cloud feedback to SST
warming patterns produced by CM4.0 and ESM2M, it is
worth noting that the global mean cloud feedback derived
from some of the CM4.0’s SST warming patterns appears to
be fairly well captured by the Cess uniform warming simula-
tion (e.g., comparing panels b and j of Figs. 10–13). One inter-
pretation might be that the Cess experiment remains a good
predictor of the feedbacks over the first century or so, but
cannot predict the longer-term SST pattern changes and the
resulting feedback changes that affect the eventual EffCS
(i.e., the two-part EffCS definition used in this paper). This is
in general consistent with Qin et al. (2022), who suggest that
the Cess experiment in conjunction with the ERF derived
from an AMIP-4xCO2 simulation can capture a large fraction
(40%–60%) of CMIP models’ variance in cloud feedback and
the traditional EffCS defined by a single linear regression

FIG. 13. As in Fig. 10, but for low cloud amount feedback computed as changes in low cloud amount (DLCLD) normalized to per 1 K
global mean surface air temperature warming (% K21).
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over the first 150 years of 4xCO2 simulation from a Gregory
plot. However, it does not necessarily mean that SST warming
patterns are unimportant for an individual model’s cloud
feedback at the earlier stage of its 4xCO2 simulations. The re-
sults from ESM2M’s SST pattern provide an example of the
importance of some features of SST warming patterns to
AM4.0 no matter when they might take place. Indeed, the re-
sults of Qin et al. (2022) also reveal a substantial fraction of
intermodel variation in cloud feedback and EffCS that cannot
be explained by the Cess uniform warming simulations. Thus,
this study offers a complementary viewpoint to fully account
for intermodel differences in cloud feedback and climate sen-
sitivity in coupled models.

Although the limitations of the Cess experiment have been
pointed out in many previous studies (e.g., Ringer et al. 2014),
we emphasize here the necessity of expanding the traditional
uncoupled approach (including both the Cess experiment for
studying feedbacks and the 4xCO2 perturbation experiment
for studying the ERF of 4xCO2) to take into account pro-
cesses (e.g., dynamic vegetation and changes in SIC and SST
warming patterns) important in a coupled system for studying
and understanding the EffCS of a coupled climate or Earth
system model. In particular, a dynamic vegetation model can
produce a sizable increase in ERF in response to 4xCO2,
which may take decades to reach an equilibrium state in an
uncoupled model with fixed SSTs and SICs. This can pose a
challenge for traditional approaches, which ignore this effect
and may produce erroneous estimates of the forcing and feed-
back. We have demonstrated that a set of uncoupled atmo-
spheric simulations that include dynamic vegetation and
changes in SICs and SST warming patterns can well repro-
duce the changes in TOA radiation and SAT in response to a
quadrupling of CO2 concentration in a coupled system, and
therefore are useful to disentangle various forcing and feed-
back mechanisms. However, the number of components/
processes that need be included in uncoupled atmospheric
model simulations would depend on the complexity of the
coupled system.

While this study demonstrates the importance of SST
warming patterns and changes in SICs and vegetation in af-
fecting CM4.0’s EffCS, several questions remain to be investi-
gated. In particular, what aspects of the model differences
may have caused the different SST warming patterns between
ESM2M and CM4.0 including CM4.0’s more late-stage warm-
ing in the SH high latitudes and southern subtropical upwell-
ing regions? There are many differences between the two
models including the formulations of their oceanic and atmo-
spheric physics and dynamics, as well as their horizontal reso-
lutions (see Table 3). In principle, this question can be sorted
out through a series of simulations with incremental changes
made from ESM2M to CM4.0. However, they are difficult to
do in practice because each change would essentially create a
new coupled model and require additional retuning and a
long pi-Control simulation before we can do a 4xCO2 simula-
tion. All of these require substantial computational resources.
Nevertheless, the similar SST warming pattern between
CM4.0 and SPEAR (supplementary Fig. 1) indicates that
ocean and sea ice model resolution alone is unlikely the cause

of the different SST warming patterns between CM4.0 and
ESM2M. Moreover, compared to SPEAR, CM4.0’s greater
loss of Antarctic sea ice concentration in response to 4xCO2

cannot be simply attributed to its increased ocean and sea ice
model resolution because they also differ in the oceanic phys-
ics parameterizations. For example, SPEAR includes a meso-
scale eddy parameterization and an extra horizontal viscosity
at high-latitude oceans while CM4.0 does not. Both SPEAR
and CM4.0 use the same submesoscale eddy parameteriza-
tion, but they choose different parameter coefficients. Al-
though these and other differences in the oceanic physics
parameterizations are motivated by their different ocean
model resolutions (Delworth et al. 2020), they are not equiva-
lent. Finally, it is interesting to explore what physical and/or
biophysical processes might have set the multidecadal time
scale of vegetation adjustment in CM4.0. We will leave an in-
vestigation of these questions to future work.
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